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Abstract A finite element solution procedure is presented for the simulation of transient
incompressible fluid flows using triangular meshes. The algorithm is based on the artificial
compressibility technique in connection with a dual time-stepping approach. A second-order
discretization is employed to achieve the required accuracy in real-time while an explicit multistage
Runge-Kutta scheme is used to march in the pseudo-time domain. A standard Galerkin finite
element method, stabilized by using an artificial dissipation technique, is used for the spatial
discretization. The performance of the proposed algorithm is demonstrated by solving a set of
internal and external problems including flows with purely transient and periodic behavior.

Introduction
The study of transient incompressible fluid flow is of prime interest in many
engineering applications. The flow characteristic is typically in the form of
either a transition from an initial condition to a steady-state or a harmonic
response to a cyclic loading. Also, in certain flow regimes such as von Kármán
vortex street repeated flow patterns, which are of practical importance, are
observed. In particular, the accuracy of the flow simulation in time can be a key
issue in some practical problems as various significant modes and regimes
might be experienced by the flow during an industrial process. The flow of a
fluid with a free surface is a good example with numerous applications in
manufacturing. The mould filling in a metal casting process and the injection
moulding of polymers are the only two examples of such manufacturing
processes (Lewis and Ravindran, 2000). Moreover, the simulation of the
unsteady flows has been recently used as a tool for the active control and drag
optimization in hydrodynamic design (He et al., 2000).

One of the most successful approaches in the study of incompressible fluid
flow is based on the artificial compressibility (AC) concept introduced by
Chorin (1967). In this approach, the pressure and velocity fields are coupled by
adding a pseudo-time derivative of the pressure to the conservation of mass
equation. As a result, the speed of sound waves are reduced from infinity to a
finite value and the modified system becomes much better conditioned for a
numerical solution. The AC method was first thought to be accurate only for
the steady-state problems, however, it has been shown that the method can be
equally successful to solve the unsteady flow problems (Merkle and Athavale,
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1987; Rogers and Kwak, 1989; Soh and Goodrich, 1988). Various types of the
upwind (Soh and Goodrich, 1988) and artificial dissipation (AD) schemes have
been used in conjunction with AC to provide stable numerical methods. In this
work, an AD method by Jameson et al. (1981) is adopted due to its simplicity
and computational efficiency.

In recent years, significant increase in the computing speed and power has
facilitated the study of unsteady flows in complex geometries. Several
numerical schemes have been developed for solving incompressible flows in a
wide range of flow regimes. These include schemes based on the finite
difference (FDM), finite volume (FVM) and finite element (FEM) methods which
have been the most popular methods among the CFD practitioners. In the last
two decades, a number of FEMs (Brooks and Hughes, 1982; Lewis and
Ravindran, 2000; Massarotti et al., 1998) have also been developed and have
gained significant popularity due to their sound mathematical bases and ability
to handle complex physics. For an extensive discussion on the FEMs, the
interested reader can refer the book by Gresho and Sani (2000). Recently, a new
approach called the Edge-based finite element has attracted the attention of
researchers (Manzari et al., 1998; Morgan and Peraire, 1998; Peraire et al., 1993,
1994). This technique attempts to use the capabilities of both the FEM and
FVM. The edge-based approach is adopted in this paper.

Also, various numerical techniques such as preconditioning, multigrid
(Dailey and Pletcher, 1996; Gatiganti et al., 1998) and parallel processing
(Manzari et al., 1998; Wasfy et al., 1998) have been employed to accelerate the
solution convergence and reduce the prohibitive CPU time and the memory
requirement. Among these different methods, however, those with the least
computational complexity and iterative nature are the most favorable as they
are more compatible with the new generation of the supercomputers with
multiple parallel processors. It is, therefore, the main aim of this paper to devise
and examine an accurate and robust yet inexpensive method suitable for such
computers.

This work presents an extension of the previous work of the author Manzari
(1999) to a time-accurate method for solving unsteady incompressible flow
problems. In this paper, first the governing equations for the simulation of a
transient incompressible viscous flow are presented and the associated initial
and boundary conditions are described. Then, the edge-based finite element
procedure used for the spatial discretizations is briefly discussed. The temporal
discretization and the use of the dual-time approach is elaborated. Finally, the
performance of the proposed method is demonstrated by solving a number of
test cases including both external and internal flows. In the case of external
flow, first the growth of a re-circulation zone in the wake of a cylinder is studied
and then a von Kármán vortex shedding generated behind a cylinder is
simulated. The internal flow test cases involve an impulsively started lid
driven cavity and a cavity flow with an oscillating lid.
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Governing equations
A complete set of equations for unsteady flow of an incompressible fluid
consists of equations for conservation of mass and momentum and are known
as the Navier-Stokes equations. Due to the lack of a time dependent term in the
continuity equation, the pressure and velocity are implicitly coupled through a
divergence-free constraint on the velocity. For this reason, the time integration
of the incompressible flow equations is not a straight-forward problem and the
numerical solution of these equations needs a special treatment. Chorin (1967)
remedied the problem by introducing a pseudo-temporal pressure term in the
continuity equation. The role of this term is to introduce some kind of AC to the
system and make it hyperbolic. As a result, the modified system of equations
represents the original form only when a steady-state condition in pseudo-time
is reached. It is, however, interesting to note that by adding similar pseudo-time
terms to the momentum equations, the system of equations can be modified
further to represent the original time-accurate system. This final form is
accurate in time as long as the steady-state condition in pseudo-time has
reached so that the pseudo-time derivatives vanish. Assuming an isothermal
Newtonian fluid, the governing system of equations in a Cartesian coordinate
system Ox1x2 can be written in the non-dimensional conservation form as

›U

›t
þ IM ›U

›t
þ

›Fj

›xj

¼
›Gj

›xj

; j ¼ 1; 2 ð1Þ

where the summation convention is used and

U ¼

p

u1

u2

2
664

3
775 Fj ¼

b2uj

u1uj þ pd1j

u2uj þ pd2j

2
664

3
775 G j ¼

0

t1j

t2j

2
664

3
775 IM ¼

0 0 0

0 1 0

0 0 1

2
664

3
775 ð2Þ

In these equations, t denotes the real-time, t is the pseudo-time, ui is the velocity
in direction xi, p is the pressure, b2 is an AC parameter and dij is the Kronecker
delta. The Reynolds number is defined as

Re ;
r*U*L*

m*
0

; ð3Þ

where L* and U * are the characteristic length and velocity used for non-
dimensionalization and m*

0 is a reference molecular dynamic viscosity. Also, the
tensor of viscous stresses tij is defined as

tij ¼
m

Re

›ui

›xj

þ
›uj

›xi

� �
ð4Þ
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The non-dimensional quantities are related to their dimensional counterparts
(indicated here by superscript *) via the following relations

t ¼
t*U*

L*
ui ¼

u*
i

U*
p ¼

p*

r*U* 2
m ¼

m*

m*
0

ð5Þ

The addition of AC changes the behavior of the inviscid form of the governing
equations from parabolic to hyperbolic. In other words, the speed of sound is
reduced from infinity to c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 2 þ b2

p
where V is the local speed of the flow.

The AC parameter is, therefore, determined so as to accelerate the convergence
to the steady-state solution in pseudo-time. This is discussed later when the
time integration scheme is described.

Initial and boundary conditions
A complete mathematical description of the above initial-boundary value
problem requires an appropriate set of initial and boundary conditions. Let us
consider a computational domain, V, which is bounded by a closed boundary,
G, with unit outward normal vector n ¼ ðn1; n2Þ: Two types of problems are
considered here: external and internal flows. For external flows, the free-stream
values are imposed everywhere in V as initial conditions. For internal flows the
initial condition depending on the problem specification is either a zero velocity
field with a uniform pressure distribution or a solution previously obtained
from a steady-state computation.

For an external flow, only flow velocities are imposed at the inflow boundary
and the pressure field is computed. At the outflow boundary, however, the
pressure field is set to zero and the velocity field is computed. These boundary
conditions are accurate when the outflow boundary is placed in a fairly far
distance from the body.

At a wall boundary, the no slip condition ui ¼ 0 is imposed except if it is an
inviscid wall where a slip condition is imposed for the velocity field by
cancelling the normal component of the velocity vector.

Solution algorithm
Spatial discretization
To solve the initial-boundary value problem (1) and (2) using the FEM a weak
variational form must be used. This weak form can be written as: find U such
that Z

V

›U

›t
þ IM ›U

›t

� �
W dV ¼

Z
V

Fj ›W

›xj

dV2

Z
G

�FjnjW dG

2

Z
V

G j ›W

›xj

dVþ

Z
G

�G jnjW dG ð6Þ
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for all suitable weighing functions, W, and for all t . 0: Note that from the
spatial discretization point of view there is no difference between t and t. In this
expression, an overbar represents a prescribed normal boundary flux.

The two-dimensional computational domain V is then discretized using
triangular elements, with nodes numbered 1; . . .;P located at the element
vertices. Inside each element, a piecewise linear approximate solution is
assumed in the form

U < UðPÞ ¼ UJ ðtÞNJ ðxÞ J ¼ 1; . . .;P ð7Þ

where NJ represents the linear finite element shape function associated with
node J and UJ is the approximated value of the unknown at node J. A Galerkin
approximate solution is produced using the variational formulation of the
problem in the form: find U (P) such thatZ

V

›UðPÞ

›t
þ IM ›UðPÞ

›t

� �
NI dV ¼

Z
V

FjðPÞ ›NI

›xj

dV2

Z
G

�FjðPÞnjNI dG

2

Z
V

G jðPÞ ›NI

›xj

dVþ

Z
G

�G jðPÞnjNI dG ð8Þ

for I ¼ 1; 2; . . .;P and for all t . t0: An efficient way of computing the
integrals in this Galerkin statement is to use an edge-based data structure
as suggested by Peraire et al. (1993). The final form of the finite element
formulation becomes

M
›U

›t
þ IM ›U

›t

� �� 

I

¼ 2
XmI

s¼1

Cj
II s

2
ðFj

I þ Fj
I s
Þ2 ðG j

I þ G j
I s
Þ

n o
þ

X2

f¼1

Df {ð4 �F
n

I þ 2 �F
n

J f
þ Fn

I 2 Fn
J f
Þ2 ð4 �G

n

I þ 2 �G
n

J f
þ Gn

I 2 Gn
J f
Þ}

* +
I

ð9Þ

where s represents the edge connecting node I to Is, and J1 and J2 are the
boundary nodes which are connected to the boundary node I. Note that the
terms k·lI are only non-zero when node I is a boundary node. The weights Cj

II s

and Df are computed according to

Cj
II s

¼ 2
E[II s

X 2VE

3

›NI

›xj

� 

E

þ
f[II s

XGf

6
nj

* +
Df ¼ 2

Gf

12
ð10Þ

where VE is the surface area of the element E and nj is the component in the xj

direction of the unit normal to the boundary edge f, of length Gf, which connects
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the nodes I and Jf. An advantage of this edge data structure is that it leads to
the savings in both CPU and memory requirements, especially when three-
dimensional simulations are attempted (Peraire et al., 1993). The consistent
finite element mass matrix M in equation (9) is replaced by the diagonal
lumped mass matrix ML. This approximation makes the computational process
much simpler and less expensive without the negative effects on the accuracy
for a range of problems solved in this paper.

The nodal values of the gradients of U, which are required before the viscous
fluxes G j

I can be evaluated for the use in equation (9), are also obtained in a
variational form (Lyra et al., 1995) as

ML
›U

›xj

� 

I

¼
XmI

s¼1

Cj
II s

2
ðUI þ UI s

Þ2
X2

f¼1

Df njð5UI þ UJ f
Þ

* +
I

ð11Þ

The semi-discrete finite element formulation (equation (9)) represents a central
difference type of approximation to the spatial derivatives and can be written
in the following form

dU

dt
þ IM dU

dt
¼ ½ML�

21R; ð12Þ

where t and t in this equation are treated differently.

Real-time discretization
In this work, a dual-time approach is employed for marching equation (12) in
time. The real-time t which controls the accuracy of the solution in time is
discretized using a second-order implicit backward difference formula. The
resulting equation becomes

dUnþ1

dt
þ IM 3Unþ1 2 4Un þ Un21

2Dt
¼

�
Mnþ1

L

�21
Rnþ1 ð13Þ

where superscript n denotes the current time t, and n 2 1 refers to the previous
time-step t 2 Dt; while the unknowns are calculated at time t þ Dt shown by
n þ 1: Now equation (13) can be written in a simpler form as

dUnþ1

dt
¼ ~Rnþ1 ð14Þ

where R̃ contains the right hand side of equation (13) and the second term on
the left hand side of this equation. Equation (14) represents a pseudo-time
evolution of flow field and has no physical meaning until the steady-state in
pseudo-time is reached. In other words, a divergence-free velocity field is only
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obtained when the solution of equation (14) reaches the steady-state.
The computational procedure for solving this equation is described below.

Artificial dissipation method
The method used here is a well-known and computationally efficient AD
scheme developed by Jameson et al. (1981). In this method, a background
diffusion term is added to the right hand side of equation (14) to stabilize the
numerical scheme and to remove the spurious numerical oscillations. The
diffusion DI added to a generic node I is constructed as a fourth-order operator
in the form of

DI ¼ 2
XmI

s¼1

e
ð4Þ
II s
ð72UI s

2 72UI Þ
minðlI ;lI s

Þ

mI þ mIs

; ð15Þ

where the second-order operator is approximated according to

72UI <
1

mI

XmI

s¼1

ðUI s
2 UI Þ ð16Þ

Here mI denotes the number of edges connected to the node I and l is the
maximum absolute eigenvalue of the Jacobian matrix lj›F

j=›U; where l ¼
ðl1; l2Þ is the unit vector in the direction of the edge IIs. It must be noted that the
accuracy of this approximation is degraded when a non-uniform grid is used.
Therefore, a mesh with smoothly varying element sizes must be used to
achieve an acceptable accuracy. The tuning parameter e ð4ÞII s

is a constant whose
value must be optimized for each problem. A value between 0.01 and 0.05 was
found to be appropriate for the problems solved in this paper.

A three-stage Runge-Kutta scheme is employed to advance the solution from
pseudo-time level t m to tmþ1 ¼ tm þ Dt: Within each pseudo-time-step, the
solution is advanced according to the following stages

Uð0Þ
I ¼ Un

I

UðkÞ
I ¼ Un

I 2 akDt
�
~R
ðk21Þ

I 2 ½ML�
21Dð0Þ

I

�
for k ¼ 1; 2; 3

Umþ1
I ¼ Uð3Þ

I

ð17Þ

Here ~R
ðk21Þ

I represents the right hand side of equation (14) computed at the
stage k 2 1 for the time level tnþ1; while the added diffusion DI is held constant
at the value computed at t n. The values a1 ¼ 0:6; a2 ¼ 0:6 and a3 ¼ 1 are
adopted for the coefficients in equation (17). It must be emphasized that the
Runge-Kutta procedure starts at the real-time t n and only when the steady-
state condition is reached in pseudo-time, a divergence-free velocity field is
obtained and Umþ1 becomes equal to the real-time solution Unþ1:
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As the accuracy of the pseudo-time marching does not affect the accuracy
of the solution in real-time, in this work, a local time-stepping approach
(Manzari, 1999) is used to accelerate the convergence rate towards the
steady-state in pseudo-time.

The choice of AC parameter
The value of the AC parameter b 2 directly influences the rate of convergence of
the solution. Soh and Goodrich (1998) used a one-dimensional inviscid model to
obtain a criterion for choosing a suitable value for b 2. This assumption
simplifies equation (13) to

›

›t

p

u

" #
þ

0 b2

a 2au

" #
›

›x

p

u

" #
¼

0

2u þ ð4un 2 un21Þ=3

" #
ð18Þ

where a ¼ 2Dt=3: Note that the pseudo-term has only been added after the
real-time discretization. The eigenvalues of equation (18) are l ¼
au ^

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðauÞ2 þ ab2

p
: These eigenvalues are real with opposite sign.

Therefore, the model behaves as a subsonic compressible flow with an
artificial Mach number M ¼ au=

ffiffiffiffiffiffiffiffiffi
ab2

p
: A good convergence can be achieved

by choosing a transonic Mach number such as 1=
ffiffiffi
3

p
: This means that a choice

of b2 ¼ 2u2Dt should provide a good convergence rate. In multi-dimensional
problems, however, the choice of the characteristic velocity which can represent

the flow is not always clear. As a general rule,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

1 þ u2
2

q
may be used in such

cases.
In practice, the size of Dt might be chosen to be very small to resolve the

significant features of the flow field. This will consequently result in a very
small value for the AC parameter which cause negative effect on the
convergence rate of the solution in pseudo-time. It is found that b2 ¼ 1
provides a good lower limit for the AC parameter when the above criteria is
used.

Test cases
In this section, the accuracy and performance of the proposed method is
demonstrated by solving a number of test cases including both external and
internal flows. The first two test cases are external flow problems with
different characteristics. One of these is a simple transient problem with an
ultimate steady-state solution while the other is a von Kármán vortex street
flow which exhibits a periodic behavior. The second set of test cases studies the
flow inside a closed cavity. Again, one test case solves an impulsive start of the
lid and the second case simulates the solution when the lid has a reciprocative
movement.

The largest time-step Dt is chosen such that it can reveal the important
features of the flow. For some cases, the results are also obtained using smaller
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time-steps to show the convergence trend. The pseudo-time-step Dt is chosen
between Dt=50 and Dt=20: Depending on the problem a total number of
pseudo-time sub-iterations between 200 and 1,000 was found to be enough to
reach a converged solution in pseudo-time.

Impulsively started cylinder
This test case demonstrates the growth of a separation bubble in the wake
region of a circular cylinder in a flow with Re ¼ 40: The problem has been
extensively studied using both experiments (Coutanceau and Bouard, 1976)
and numerical simulations (Braza et al., 2000; Collins and Dennis, 1973;
Gaitonde, 1998). In this problem, a cylinder of diameter d ¼ 1 is placed at the
center of an outer circular boundary of diameter D ¼ 50: A free-stream
boundary condition is imposed at the outer boundary. The computational grid
used here is a 161 £ 101 O-grid as shown in Figure 1 in which the circumference
of the cylinder is divided into 161 uniformly spaced nodes. The height of the
first grid layer adjacent to the cylinder is 0.02 and increases gradually towards
the outer boundary. The problem was solved using Dt ¼ 0:1 and a total of 200
pseudo-time iterations were allowed within each real-time-step which normally
resulted in three order of magnitude drop in the L 2-norm of the pressure
residual.

The growth of the length of the separation bubble or the re-attachment
length Ls with time is shown in Figure 1. This length represents the position of
the point where the flow velocity changes sign along the centerline. It is seen
that the prediction obtained by the current method is in good agreement with
those reported by Collins and Dennis (1973) and Coutanceau and Bouard (1976).
Figure 2 shows the variation of the streamlines during the transition to its
steady-state.

Vortex shedding
The second test case studies the so-called von Kármán vortex street problem
for two Reynolds numbers 200 and 1,000. There are several experimental
(Tokumaru and Dimotakis, 1991; Williamson, 1989) and computational (Balir
et al., 1990; Braza et al., 2000; He et al., 2000) work investigating various aspects
of this interesting and practically important flow.

The computational domain is a rectangle ð215; 45Þ £ ð215; 15Þ wherein
a circular cylinder of diameter d ¼ 1:0 placed at (0, 0). The flow is from the
left to the right and the boundaries are considered as far-field with a
free-stream boundary condition. The computational grid used for this test
case is shown in Figure 3. This grid consists of 7,639 triangular elements and
3,889 nodes.

The initial condition for this problem is a uniform flow. Figures 4 and 5
show the variations of the lift coefficient with time for Re ¼ 200 and 1,000,
respectively. The results given in He et al. (2000) are also shown for
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comparison. The amplitude and period of the results are in good agreement
with those presented by He et al. (2000). The Strouhal number Sn ¼ df n=U1

( fn is the frequency) calculated for Re ¼ 200 and 1,000 are 0.20 and 0.238,
respectively. Figures 6 and 7 show the time evolution of the streamlines
corresponding to Re ¼ 200 and 1,000, respectively. These figures visualize how
alternating vortices are formed, advected and diffused downstream.

Figure 1.
Impulsively started

cylinder, computational
grid (top) and variation

of the re-attachment
length with time

(bottom)- Line, present
method; square:

Coutanceau and Bouard;
triangle: Collins and

Dennis
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Figure 2.
Impulsively started
cylinder: wake
development

Figure 3.
von Kármán vortex
street: computational
grid
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Lid-driven cavity flow
The first internal flow test case involves flow inside a square cavity ð1 £ 1Þ that
its upper wall (lid) moves with a certain velocity. For t , 0; the lid has zero
velocity but for t $ 0 it suddenly reaches a speed of u ¼ 1: The development
of the flow field during this impulsive start is of main concern here. The
problem is solved for two different Reynolds numbers, Re ¼ 100 and 400.

Figure 4.
von Kármán vortex

street: variation of lift
coefficient for Re ¼ 200;
line: Computed, symbols:

He et al. (2000)

Figure 5.
von Kármán vortex

street: variation of lift
coefficient for Re ¼

1; 000; Line: Computed,
symbols: He et al. (2000)
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Figure 6.
von Kármán vortex
street: streamlines within
a period T for Re ¼ 200

Figure 7.
von Kármán vortex
street: streamlines
within a period T for
Re ¼ 1; 000
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The computational grid (Figure 8) used for this case consists of 51 £ 51 nodes
and 5,000 triangular elements. On the bottom wall and the side walls a no-slip
boundary condition is imposed. Figure 9 shows the variation of the horizontal
velocity at the center of the cavity. The computed results are in close agreement
with those presented by Dailey and Pletcher (1996). Here, two time-steps
(Dt ¼ 0:125 and 0.0125) were used. As can be seen from Figure 9, this
refinement has not had significant effect on the result for Re ¼ 100 as reported
in Daily and Pletcher (1996). However, in the case of Re ¼ 400; slightly lower
minimum values was predicted when Dt ¼ 0:0125 was used. The final steady-
state values are in close agreement with the data presented by Ghia et al. (1982).

Figure 9.
Lid driven cavity:

variation of the
horizontal velocity at

center with time for
Re ¼ 100 (left) and

Re ¼ 400 (right); solid
line: present method with
Dt ¼ 0:0125; dashed line:

present method with
Dt ¼ 0:125; symbols:

Dailey and Pletcher
(1996)

Figure 8.
Lid driven cavity:

computational grid

Time-accurate
finite element

algorithm

171



Figure 10 shows the development of the velocity field within the cavity at
three different stages during the transition to the steady-state for both
Re ¼ 100 and 400.

Oscillatory cavity flow
The last test case simulates the flow in the same cavity as previous test case,
however, here the lid has an oscillating velocity u ¼ cos t: The period of the
oscillations is T ¼ 2P: This test case has been studied by Soh and Goodrich
(1988) and Gaitonde (1998) for Re ¼ 400: The same computational grid as the
previous test case was used for this problem. The time-step was taken to be
Dt ¼ T=40: Figure 11 shows the streamlines at various stages of a complete
period. It is noticed that a symmetric pattern is formed after each half period. It
is also seen that as time goes different circulation zones are created, move
inside the domain and finally collapse. Figure 12 shows the variation of the
non-dimensional drag force defined as

D ¼

Z 1

0

›u

›y

� �
y¼1

dx

with time. The results are in good agreement with the data given by Soh and
Goodrich (1988).

Conclusions
A combination of the AC model and an AD algorithm was used in a dual-time
context to solve the incompressible Navier-Stokes equations. The method has
been successfully tested against several internal and external transient
incompressible fluid flow problems. In all these cases, no convergence problem
was experienced and normally three orders of magnitude drop in the L2-norm
of the residuals of the primitive variables was achieved within a small number
of iterations. The use of a second-order backward difference formula for the
real-time discretization proved to be effective and yet inexpensive. Also, the use
of a lumped mass matrix in the finite element implementation has shown no
negative effect for the range of problems solved here. A study of the effect of
the artificial compressibility parameter revealed that although a theoretical
optimum value can be found for this parameter, in certain problems, this is too
limiting and a value of order unity can be normally used without any
compromise. The overall structure of the solution procedure remains the same
as its compressible flow counterpart which has shown good scalability on
various parallel computing platforms. Therefore, the current scheme can be
easily adopted in a parallel environment producing virtually the same speed-up
factor. The proposed scheme is currently extended to free surface flows where a
time-accurate solution plays a crucial role.
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Figure 10.
Lid driven cavity:
velocity fields for

Re ¼ 100 (left) and for
Re ¼ 400 (right)
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Figure 11.
Oscillating lid driven
cavity: streamlines at
various times
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